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Abstract 

In the era of generative AI, the pivotal role of GPU-accelerated computing cannot be 

overstated. Modern AI workloads, being computationally intensive with unique 

characteristics, demand specialized network infrastructure for optimal performance. 

NVIDIA, a leader in accelerated computing and AI, has developed Spectrum-X, an 

Ethernet networking platform that’s designed to enhance the performance and 

efficiency of AI clouds. At the heart of the Spectrum-X platform is the BlueField-3 

SuperNIC, a novel network accelerator that works seamlessly with the NVIDIA 

Spectrum™-4 Ethernet switch. This combination forms the foundation of an accelerated 

computing fabric for AI. NVIDIA has strategically integrated the BlueField-3 SuperNICs 

into its flagship AI systems, enhancing their performance while ensuring deterministic 

and isolated performance for tenant jobs. This white paper dives into how the BlueField-

3 SuperNIC takes Ethernet networking for AI to the next level within NVIDIA’s 

Spectrum-X platform. 
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Peak AI Performance Demands 

Optimized Networking 

Making its debut in November 2022, OpenAI’s ChatGPT is regarded by many as the 

”iPhone moment of AI”, attracting over 100 million users worldwide in just two 

months.   As organizations rapidly deploy AI tools, research powerhouse McKinsey 

assesses that the impact of generative AI on productivity could add trillions of dollars of 

value to the global economy across dozens of use cases. With significant opportunities 

on the horizon, enterprises worldwide are racing to find the right infrastructure to build 

generative AI models and applications. This marks the genesis of a new computing era, 

characterized by accelerated computing and generative AI. 

Figure 1.  A New Computing Era 
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Accelerated computing plays a crucial role in AI, providing the specialized hardware and 

software needed for the underlying infrastructure. Modern AI relies heavily on the 

parallel processing strengths of GPU-accelerated computing. This enables faster model 

training, handles larger model sizes, and enables real-time inference. These accelerators 

are extensively used in AI applications, allowing researchers and developers to process 

large datasets and train complex neural networks more efficiently, thus propelling AI 

forward.  

Generative AI workloads, which operate at data center scale, exhibit unique 

characteristics, requiring high-speed and low-latency network connectivity between GPU 

servers for optimal performance. The following table highlights the key characteristics 

of both traditional cloud networks and networks for AI.  

Table 1.  Key Characteristics of traditional Cloud Networks and Networks 

for AI 

Traditional Ethernet-based Clouds AI Computing Ethernet Networking 

Loosely coupled applications  Distributed tightly coupled processing  

Low bandwidth TCP flows and utilization  High bandwidth RoCE flows and utilization  

High jitter tolerance  Low jitter tolerance  

Heterogeneous traffic, statistical multi-

pathing  

Bursty network capacity, elephant flows  

Examining GPU-accelerated systems running massively-distributed workloads reveals 

significant differences from CPU-based systems, with implications for the underlying 

network infrastructure.  

Table 2.  Key Features of General-Purpose CPU Systems and GPU-

Accelerated Systems 

Traditional Ethernet-based Clouds AI Computing Ethernet Networking 

General-purpose processor handles a wide 

range of tasks  

Specialized processor designed for parallel 

computation  

Usually ships with two CPUs with a few 

dozens of cores in total  

Systems with four to eight GPUs each with tens of 

thousands of cores  

Scale-out to a few dozen nodes per workload  Workloads operate at data center-scale,   

and up to tens of thousands of GPUs  

CPU-centric network I/O  GPU-centric network I/O  

Traditional Ethernet, designed to offer broad interoperability and serve loosely coupled 

applications, falls short in delivering the necessary network performance and efficiency 

required to meet the rigorous demands of computationally intensive distributed AI 

workloads. To achieve peak performance, organizations require a new class of network 

infrastructure, capable of handling the specific characteristics of generative AI 

workloads while also supporting the multi-tenant nature of modern cloud computing.   
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Optimized Ethernet Networking for AI 

NVIDIA Spectrum-X stands as the world’s first Ethernet networking platform optimized 

for AI. It achieves this through the tight coupling of NVIDIA Spectrum-4, a cutting-edge 

Ethernet switch, and NVIDIA BlueField-3 SuperNIC, a powerful network accelerator. This 

integration enhances networking performance for AI by up to 1.6X, while delivering 

consistent and predictable performance, alongside fine-grained security, in multi-tenant 

clouds. Spectrum-X is supercharged by NVIDIA’s acceleration software and software 

development kits (SDKs), empowering developers to build software-defined, cloud-native 

AI applications. 

Figure 2.  NVIDIA Spectrum-X Networking Platform 

 
 

The following diagrams illustrate the varying levels of network efficiency for a set of 

Large Language Model (LLM) training workloads. In traditional Ethernet setups, workload 

placement within the cluster greatly impacts network efficiency, which is calculated as a 

percentage of peak bandwidth. For example, when a job is run on several nodes that are 

all situated within the same rack, it performs better than if the same task was 

distributed across nodes in different racks. In contrast, Spectrum-X consistently delivers 

high-performance levels, regardless of workload distribution, outperforming standard 

Ethernet environments by as much as 60% in terms of efficiency.  
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Figure 3 NVIDIA Spectrum-X Achieves Consistent and Predictable 

Performance for LLM Collectives 

 
The BlueField-3 SuperNIC plays a pivotal role within the Spectrum-X platform. This 

advanced network accelerator is purpose-built to supercharge hyperscale AI workloads. 

Drawing on the robust capabilities of the BlueField-3 networking platform, the BlueField-

3 SuperNIC is designed for network-intensive, massively parallel computing. It delivers 

extremely fast and efficient communication between GPU servers, providing the 

Spectrum-X platform with a host of benefits:  

> Peak AI Workload Efficiency: BlueField-3 accelerates AI training and inference 

performance by delivering higher network bandwidth and lower latency.  

> Secure Multi-Tenant AI Cloud: BlueField-3 provides secure, high-performance 

networking solutions for multi-tenant AI clouds.  

> Consistent and Predictable Performance: BlueField-3 ensures that each job and 

tenant’s performance is isolated, predictable, and unaffected by other network 

activities.  

> Enhanced Power Efficiency: With a sub-75-watt power envelope, BlueField-3 

optimizes power consumption in AI data centers.  

> Extensible Network Infrastructure: BlueField-3 offers advanced programmability, 

making it flexible and adaptable to serve a myriad of network environments.  

> Broad OEM Server Support: BlueField-3 fits seamlessly into most enterprise-class servers.  

Subsequent sections discuss the key BlueField-3 SuperNIC innovations within the 

Spectrum-X platform, and their role in optimizing Ethernet networks for AI:  

1. 400Gb/s RoCE (RDMA over Converged Ethernet) networking  

2. RoCE adaptive routing and packet reordering  

3. Advanced congestion control  

4. Secure and accelerated VPC networking for AI computing  

5. Power-efficient, low-profile design  



 

Next-Generation Networking for the Next Wave of AI |   9  

Figure 4 NVIDIA BlueField-3 SuperNIC 

 

400Gb/s RoCE Networking 
Large language AI models are trained on vast amounts of data, from which they learn 

intricate patterns, relationships, and nuances of language comprehension. The effective 

processing of these data sets relies on the tight coordination of NVIDIA GPUs, which are 

distributed across hundreds of physical nodes. Bridging the gap between computational 

power and data processing for Generative AI, the network bandwidth available for 

effective GPU communication often determines time-to-market for an AI-powered 

product offering or a business process.   

The BlueField-3 SuperNIC addresses this connectivity challenge. It provides 400Gb/s 

line-speed, low-latency network connectivity between GPUs. Equipped with best-in-class, 

in-hardware RDMA over Converged Ethernet (RoCE) acceleration, and GPUDirect RDMA 

technology, the BlueField-3 SuperNIC enables the ideal Ethernet network fabric for GPU-

to-GPU communication.   

Further exploring the technical enhancements for AI acceleration, Remote Direct 

Memory Access (RDMA), and its Ethernet derivative, RoCE, play a crucial role in 

accelerating AI workloads by streamlining data transfers, reducing latency, and 

maximizing network throughput. GPUDirect RDMA allows data to be moved directly 

between GPU memory, without involving the CPU, resulting in lower latency and reduced 

CPU overhead. For AI training, GPUDirect RDMA ensures that GPUs can communicate 

efficiently and at high bandwidth, enabling parallel processing and scaling of AI training 

tasks across multiple GPUs and nodes.    
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Figure 5.  BlueField-3 SuperNIC with GPUDirect RoCE Enables Direct GPU-

to-GPU Communication 

 
The preceding figure illustrates how GPUDirect RDMA on BlueField-3 SuperNICs enables 

direct communication across physical nodes. This approach eliminates the role of the 

CPUs and the need for buffer copies of data via the system memory, resulting in a 10X 

performance improvement. BlueField-3 SuperNICs deliver 400Gb/s RoCE network 

connectivity, a networking protocol synonymous with accelerated Ethernet networking 

for AI.  

RoCE Adaptive Routing (AR) and Packet 

Reordering 
With the proliferation of generative AI clouds, which can scale to thousands of nodes, 

traditional IP routing techniques, such as equal cost multipath (ECMP), have 

demonstrated inefficiencies. These are particularly noticeable with 'elephant flows' 

between the same pairs of GPU nodes, typical with AI training. Elephant flows have a 

voracious appetite for bandwidth, capable of saturating the entire network bandwidth 

and often persisting over extended durations. ECMP is designed to distribute traffic 

evenly across available paths using a hashing mechanism. However, using ECMP for 

routing AI traffic often leads to network congestion due to inadequate load balancing, 

necessitating more tailored approaches to ensure efficient network operation.  

Drawing on the innovative capabilities of the NVIDIA Spectrum-4 Ethernet switch and 

BlueField-3 SuperNIC, NVIDIA Spectrum-X delivers end-to-end RoCE adaptive routing 

(AR). This state-of-the-art technology adjusts how data is routed, dynamically modifying 

the routing offlows, significantly enhancing network efficiency. Instead of statistically 

distributing flows between available paths based on the characteristics of the traffic, 

the Spectrum-4 switch performs packet spraying on all available paths for every flow. 
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This innovation guarantees optimal routing for AI’s elephant flows, since every such flow 

is effectively routed on a packet-by-packet basis by utilizing all available route options.  

With packets belonging to the same flow now routed through different paths, it is very 

likely that they will reach their destination out-of-order. To address this challenge 

effectively, the BlueField-3 SuperNICs and Spectrum-4 operate in close coordination. 

Spectrum-X employs a unique technique that seamlessly reorders data packets on the 

receiving ends at 400Gb/s speed. This technology is crucial for enabling packet-by-

packet routing on multiple paths in high-speed networks.  

The following figure illustrates the impact of RoCE Adaptive Routing on RDMA applications. 

It highlights issues with static, hash-based forwarding, such as uplink port collisions, longer 

flow completion times, reduced bandwidth, and fairness problems. These issues are 

resolved with adaptive routing. In the ECMP scenario, some flows have significantly longer 

completion times and lower bandwidth due to collisions, while RoCE Adaptive Routing 

ensures consistent completion times and similar peak bandwidth for all flows.  

 

Figure 6.  Flow Completion Time with ECMP Static Routing and RoCE 

Adaptive Routing   

 

The following figure illustrates the process of end-to-end adaptive routing and out-of-

order packet delivery. Data packets are sent from nodes A and B to nodes C and D, 

respectively. The first step illustrates how those packets are transmitted from the 

sending nodes and sent into the switch network. Following this, the receiving switch 

evenly distributes packets on all four available routes. The illustration makes it evident 

that packets of the same flow—marked in green and purple—are routed along different 

paths, which is the root cause of out-of-order receipt on the receiving ends. The final 

part of the figure shows how the BlueField-3 SuperNICs on the receiving nodes 

successfully reorder the packets (D, C, B, A à A, B, C, D).  
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Figure 7 End-to-end RoCE Adaptive Routing and Packet Reordering 

 
RoCE adaptive routing and packet reordering, enabled through the seamless integration 

of the Spectrum-4 switch and BlueField-3 SuperNIC, are essential to achieving high 

network performance and efficiency, which accelerates Ethernet AI workloads.  

Advanced Congestion Control  
Ethernet networks, by design, are prone to congestion. This can hinder the efficient 

transfer of data and slow down AI training and inference. A key factor in building optimal 

networks for AI, is how they manage and prevent congestion. Before diving into the 

solutions tailored for AI, it’s worth noting how traditional Ethernet cloud networks 

handle the issue. In typical TCP/IP communication, the TCP protocol uses control 

mechanisms such as flow control and sliding windows to ensure the sender does not 

overwhelm or overload the receiver with data.  

In contrast, networks designed for AI have their own unique set of challenges. They 

utilize RoCE for GPU-to-GPU communication. RoCE performance thrives in highly reliable, 

low-latency network environments, which means they require sophisticated congestion 

control to manage network traffic during congestion events effectively. Furthermore, AI 

clouds are especially prone to congestion due to their multi-tenant nature. When 

multiple tenants run jobs concurrently, congestion can swiftly accumulate due to the 

actions of a single tenant's job. This congestion can have a cascading effect, increasing 

latency and constraining the available network bandwidth available for AI tasks.  
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In addition, AI model training exhibits a distinct traffic pattern characterized by its highly 

bursty nature. This phenomenon arises from the intricacies of AI collective operations, 

where many GPU nodes collaborate to efficiently distribute the computing workload. 

Through a series of highly correlated communication flows, the participating nodes 

exchange data such as model parameters or aggregated results, triggering intensive 

bursts of network traffic. The following figure illustrates this bursty network traffic, as 

observed through sampling a top-of-rack switch port in an AI test cluster. This unique 

nature of traffic renders conventional congestion control methods inefficient, especially 

when these traffic bursts can occur as frequently as every few milliseconds.  

Figure 8  AI Model Training Exhibits a Distinct Traffic Pattern 

Characterized by Network Traffic Bursts  

 
Considering these challenges, many cloud environments have turned to methods like 

Data Center Quantized Congestion Notification (DCQCN) to proactively identify and 

react to network congestion. DCQCN employs Explicit Congestion Notification (ECN) to 

notify sending devices of forthcoming network congestion before packet loss occurs. 

While DCQCN is proven to be a practical method to alleviate network congestion, it falls 

short in meeting the demands of generative AI clouds, where traffic patterns are so 

bursty that notifications might arrive after congestion has occurred.    
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Facing the challenges of network congestion in AI cloud infrastructures, Spectrum-X 

introduces a powerful solution driven by the tight integration of the BlueField-3 

SuperNIC and Spectrum-4 switch. This solution significantly enhances network 

efficiency and accelerates AI workload performance. At its core, the solution primarily 

relies on an innovative network-aware congestion algorithm that utilizes real-time 

telemetry data streamed from network switches to manage and prevent network 

congestion. It taps into the Spectrum-4 switch’s in-band telemetry capabilities to inform 

the sender’s BlueField-3 SuperNIC about the current network utilization status. In the 

event of congestion buildup, it sends timely alerts. Based on this information, the 

SuperNIC adjusts transmission rates as needed, ensuring congestion doesn’t spread 

further. Importantly, BlueField-3 SuperNICs execute the congestion control algorithm, 

handling millions of congestion control events per second with microsecond reaction 

latency and making precise rate decisions.  

By integrating this network-aware congestion control approach, NVIDIA optimizes 

network bandwidth and minimizes latency, thereby accelerating AI training and 

inference workloads. Additionally, it ensures consistent and predictable performance for 

every tenant job by streamlining communication transmissions at data center scale.  

Figure 9   Spectrum-4 Detects Congestion Spots in Real-Time; BlueField-3 

Adjusts the Transmission Rate 

 
In response to the burstiness of AI collective operations, Spectrum-X has introduced an 

innovative telemetry technology to discover network congestion at a very granular level. 

Unlike traditional telemetry tools, which struggle to keep pace in dynamic AI networks, 

Spectrum-X’s telemetry gathers comprehensive, high-frequency data that is leveraged 

to enhance data transmission and optimize network efficiency. The following figure 

illustrates Spectrum-X’s approach to telemetry collection. In this example, AI 

communication bursts occur approximately every 5 milliseconds. Each blue dot 

represents a network transmission rate at a specific time. This high-frequency sampling 
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is essential for revealing the bursty nature of AI networks and effectively managing 

congestion at the data center level.  

Figure 10  Spectrum-X’s Telemetry Samples Data in High-Frequency to 

Uncover Bursty AI Network Flows 

 
 

Taking a closer look at the BlueField-3 SuperNIC reveals its advanced features. This 

advanced network accelerator prioritizes full programmability to meet the demands of 

users seeking to implement customized congestion control algorithms. The need for 

programmability arises from the distinctive traffic patterns typical of AI workloads and 

data center network topologies, which require further optimization to achieve peak 

performance.   

By integrating an advanced Datapath Accelerator (DPA), the BlueField-3 SuperNIC 

provides a dedicated compute engine, optimized for I/O-intensive and low-code packet 

processing. It allows users to run home-grown congestion control algorithms tailored to 

their network environments. Powered by the BlueField-3’s DPA processor, the 

programmable model is built upon three key components:  
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1. DOCA Programmable Congestion Control (PCC) software library: This library 

equips developers with the necessary tools to formulate AI-optimized congestion 

control algorithms on the DPA processor. 

2. DOCA DPA: This compute engine, integral to BlueField-3 is optimized for I/O-

intensive and low-code packet processing. It allows users, whether they are 

customers or partners, to run home-grown congestion control algorithms tailored 

to their network environments. 

3. DOCA FlexIO driver—As a low-level SDK, this driver is essential for loading DPA 

programs into the DPA, managing the DPA’s memory, and creating the execution 

handlers, as well as the needed hardware rings and contexts.   

The combination of the DPA processor and the multi-layer DOCA programmable model 

elevates the potential of the BlueField-3 SuperNIC platform, positioning it as a pivotal 

tool to advance networking for the next wave of AI applications.  

Secure and Accelerated VPC Networking for 

AI Computing 
Modern cloud data centers are designed from the ground up to be secure, multi-tenant 

computing environments. General-purpose clouds use various network technologies to 

establish virtual private clouds (VPCs), ensuring tenant traffic is properly isolated. 

However, the advent of AI clouds, with their dedicated AI compute networks, adds 

complexity to the creation of VPCs and the isolation of tenant workloads.  

First and foremost, AI compute networks must provide high-throughput and low-latency 

connectivity for GPU servers. Software-defined network solutions running solely on 

CPUs are inadequate for the high-performance connectivity essential in AI compute 

networks. In addition, as many AI cloud environments offer bare-metal as-a-service 

(BMaaS), it becomes impractical to deploy tenant networking software on the compute 

nodes. Recognizing this limitation, many bare-metal cloud environments deploy EVPN 

VXLAN on network switches as an effective way to establish tenant isolation. While this 

provides a solution for AI compute networks, it lacks advanced functionality like access-

lists and security groups, and it does not scale effectively, particularly when expanding 

to tens-of-thousands of GPUs.  

The BlueField-3 SuperNIC equips cloud architects with the tools to overcome these 

challenges by implementing secure, zero-trust VPC networking tailored for the AI 

compute plane. With accelerated switching and packet processing (ASAP2) technology, 

the BlueField-3 SuperNIC enables the best of both worlds, software-defined and 

hardware-accelerated network connectivity. The NVIDIA ASAP2 technology stack 

provides a range of network acceleration capabilities and full programmability through 

the DOCA FLOW SDK. The SuperNIC delivers several orders of magnitude faster 

performance compared to non-accelerated network environments. Out-of-the-box, the 

BlueField-3 SuperNIC offers two paths to create secure, multi-tenant, and high-

performance AI compute network environments:  
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> OVS (Open vSwitch) / OVN (Open Virtual Network)-based SDN acceleration solution  

> VXLAN (Virtual Extensible LAN) - EVPN (Ethernet VPN)-based network solution  

While both SDN and EVPN VXLAN are designed to create multi-tenant networks, they 

each do it differently. SDN centralizes control and abstracts network resources, whereas 

EVPN VXLAN distributes control using a BGP-based control plane coupled with MAC 

learning.  

The BlueField-3 SuperNIC seamlessly offloads and accelerates both SDN and EVPN-

based solutions. In both cases, the software stack runs exclusively on the SuperNIC and 

is powered by the following DOCA capabilities:  

Figure 11.  BlueField-3 SuperNICs Enable Secure and Accelerated Networks 

for Multi-Tenant AI Clouds 

 
In addition, the BlueField-3 SuperNIC provides inline IPsec encryption acceleration at 

speeds of up to 400Gb/s. What’s notable about this acceleration engine is its 

compatibility with other inline accelerations, allowing AI cloud builders to encrypt all 

East-West communications on the AI compute network. This not only adds an extra layer 

of cyber protection but also increases the security posture of the AI platform. The DOCA 

IPsec software library provides an API for developers to enable BlueField-accelerated 

flow encryption and decryption.   

The BlueField-3 SuperNIC is ideally suited for securing and accelerating VPC networking 

in any cloud environment, especially in bare-metal, multi-tenant AI clouds. The integrated 
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compute subsystem within the network I/O path lays a secure foundation for deploying 

tenant networking solutions and enforcing fine-grained network policy, further 

bolstering the overall security of the AI cloud platform. 

Power-Efficient, Low-Profile Design  
Modern data centers are increasingly constrained caused by the power demands of 

cooling systems, rising energy costs, and limited energy supply. By combining GPU-

accelerated AI computing with BlueField-3 SuperNICs, data centers can efficiently 

accommodate more AI workloads while operating within a tight power budget.   

Featuring a sub-75-watt, half-height, half-length (HHHL) PCIe form factor, the BlueField-

3 SuperNIC (model B3140H) is designed with energy efficiency in mind. Compatible with 

most enterprise-class servers, its distinct low-profile design facilitates effective scaling 

to match the number of GPUs in a system. Large-scale GPU systems can host up to 

eight SuperNICs in a single server chassis, accelerating AI performance by providing full 

400Gb/s bandwidth for each GPU in the system. To ensure high-availability of mission-

critical systems, the BlueField-3 SuperNIC (model B3220L) is also available in a full-

height, half-length (FHHL) PCIe form factor, providing two ports of 200Gb/s connecting 

to two network switches.  

In addition, the SuperNIC doesn’t require external power, relying solely on the PCIe bus. 

This simplifies the server hardware design and allows for more efficient SuperNIC 

scaling in power-constrained environments.   
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BlueField-3 SuperNIC Powers NVIDIA-

Accelerated Systems  

NVIDIA’s accelerated computing systems are designed to meet the stringent 

performance requirements of a growing range of complex and diverse AI applications, all 

while ensuring cloud manageability and security. Embodying these principles, NVIDIA is 

integrating BlueField-3 SuperNICs throughout its data center platforms, including HGX™ 

H100, OVX™ L40S, etc., designed to deliver accelerated AI performance in cloud and 

enterprise environments.  By integrating the BlueField-3 networking platforms, NVIDIA 

capitalizes on its expertise in accelerated computing and AI, streamlining the network 

traffic flow, accordingly:   

  

> BlueField-3 SuperNIC for East-West (E-W) traffic: Handles traffic between AI 

systems inside the cluster, typically used for distributed AI training, collective 

operations, and other AI computational tasks.  

> BlueField-3 data processing units (DPUs) for North-South (N-S) traffic: Manages user 

traffic to and from the AI cluster, including connections to external resources like 

cloud management systems, remote data storage nodes, and other data center 

environments, or Internet connections.  

The following diagrams illustrate the optimized networking model for AI clouds, and the 

NVIDIA HGX H100 system configurations, integrating BlueField-3 SuperNICs and DPUs.  
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 Figure 12.  NVIDIA-Accelerated Computing Systems Provide an Optimized 

Networking Model for AI Clouds 

  

 

Most NVIDIA HGX H100-class systems host eight BlueField-3 SuperNICs (B3140H), one 

for every GPU in the system. This 1:1 configuration ensures extreme AI performance 

with every GPU benefiting from 400Gb/s RoCE bandwidth with all the capabilities 

previously discussed. L40S-based systems follow a 2:1 configuration where every two 

GPUs share one BlueField-3 SuperNIC, for a total bandwidth of 200Gb/s per GPU.   
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Conclusion 

In the age of generative AI, the necessity for GPU-accelerated computing is undisputed. 

GPU-accelerated computing stands as a cornerstone. Yet, traditional Ethernet often falls 

short in delivering the requisite network performance and efficiency demands of AI 

computing. To bridge this gap, NVIDIA offers Spectrum-X, an optimized Ethernet 

networking platform for enhancing AI clouds. At its core, the BlueField-3 SuperNIC 

emerges as a novel network accelerator, purpose-built to supercharge hyperscale AI 

workloads. It ensures lightning-fast and efficient communication between GPU servers, 

for peak AI workload efficiency. Furthermore, the SuperNIC establishes a secure multi-

tenant data center environment, while guaranteeing deterministic and isolated 

performance for tenant jobs. With its power-efficient HHHL PCIe design, the BlueField-3 

SuperNIC seamlessly integrates into flagship NVIDIA- accelerated systems, significantly 

boosting performance for AI traffic on the east-west network inside the cluster. 
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